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What are properties of 
games where self-play 

produces good strategies? 
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Background
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Game Theory Basics

12



Normal-Form Games
Pure 


strategies
Pi

{go, stop}

N
Agents

🚙

🚙

Mixed 

Strategies

Si
si ∈ Δ({go, stop})
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Utility Functions

Utility functions
ui : P → ℝ

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

Pure 

strategy profiles

P
(go, stop) ∈ P

Mixed 

strategy profiles

S
s ∈ S ui(s) ≐ 𝔼ρ∼s[ui(ρ)]

No optimal 
strategy!
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Nash Equilibrium

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

Definition. A Nash equilibrium is a strategy profile such that no players 
wish to deviate to another strategy.
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Approximate Nash Equilibrium

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

Definition. A strategy profile is an -Nash equilibrium if no player can gain 
more than  utility by deviating. 

ϵ
ϵ
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Coarse Correlated Equilibrium (CCE)

🚦
🚙 Go

Stop

🚙

Go

Stop
🚦
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Coarse Correlated Equilibrium (CCE)

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

Each player gets 

expected utility of 0.5

🚦

No player wishes to 
deviate from their 
recommendations
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🚙

What If Players Lose the Ability to Correlate?

🚦
CCE

0.25 0.25

0.25 0.25

Go

Stop

Go Stop

🚙

0.5

0.5

0.5 0.5

0 0.5

0.5 0

Go

Stop

Go Stop

🚙
🚦🚦
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🚙 🚙

What If Players Lose the Ability to Correlate?

🚦
CCE

μ ∈ Δ(P)
CCE

sμ
Marginal 


strategy profile
20



Marginal of a CCE

Nash equilibrium 
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Self-Play & No-Regret 
Learning
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🚙

st
i

st
−i u−i (st

i , st
−i)🚙

round t

ui (st
i , st

−i)
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🚙

🚙

round t

st
i

st
−i

What could I have done better

this round?

Ri(s*i , st) ≐ ui (s*i , st
−i) − ui (st

i , st
−i)

Regret 

u−i (st
i , st

−i)

ui (st
i , st

−i)

s*i
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🚙

🚙

round t

st
i

st
−i

st = (st
i , st

−i)

What could I have done better

this round?

Regret 
1
T

T

∑
t=1

Ri(s*i , st)

Average Regret 

What could I have done better 

in all past rounds?

Ri(s*i , st) ≐ ui (s*i , st
−i) − ui (st

i , st
−i)

u−i (st
i , st

−i)

ui (st
i , st

−i)
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🚙

🚙

round t

st
−i

st = (st
i , st

−i)

st
i

→ 0

𝒜

no-regret algorithm
Goal: Average regret 

u−i (st
i , st

−i)

ui (st
i , st

−i)
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🚙

🚙

round t

st
−i

st = (st
i , st

−i)

st
i 𝒜

𝒜

no-regret self-play

u−i (st
i , st

−i)

ui (st
i , st

−i)

1
T

T

∑
t=1

st
i → sμ

i

Marginal 
strategy of a 
CCE
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sμ
i

𝒜

Online Interaction 

Offline Self-Play

sμ

We characterize the strategy 
produced by self-play as the marginal 

strategy of a CCE
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What Do We Mean By “Good” 
Strategies?
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Self-Play Wishlist  

What Do We Mean By “Good” Strategies?
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What Do We Mean By “Good” Strategies?

Self-Play Wishlist  

 Low vulnerability 


ui(sμ
i , sμ

−i) min
s−i

ui(sμ
i , s−i)− ≤ ϵ
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What Do We Mean By “Good” Strategies?

Self-Play Wishlist  

 Low vulnerability 


 Similar values


Random seed = 0 Random seed = 32

s1 s2

ui(s1) ui(s2)≈
32



Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable

What Do We Mean By “Good” Strategies?

Random seed = 0 Random seed = 32

{Approximate Nash equilibrium 

si s−i
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0, 1 0, 0

Go

Stop

Go Stop

🚙 Self-Play Wishlist  
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 Similar values
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-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙 Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable
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Two Player Constant-Sum Games
When Does Self-Play Have Guarantees?

• Self-play will produce an 
approximate Nash equilibrium

2 player

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable
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What About Constant-Sum Multi-player Games?

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

-10, -10, 20 1,0, -1

0, 1, -1 0, 0, 0

Go

Stop

Go Stop

🚙
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What About Constant-Sum Multi-player Games?

-10, -10 1,0

0, 1 0, 0

Go

Stop

Go Stop

🚙

-10, -10, 20 1,0, -1

0, 1, -1 0, 0, 0

Go

Stop

Go Stop

🚙

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable
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What are properties of 
games where self-play 

produce good strategies? 
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What are properties of 
games where self-play 

produce good strategies? 

Two-player constant-sum 
games…
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What are properties of 
games where self-play 

produce good strategies? 

But not necessarily multi-
player constant-sum games
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What are properties of 
games where self-play 

produce good strategies? 

But what else?
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There are multi-player games 
that are structurally similar to 

two-player constant-sum games 
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Constant-Sum Polymatrix (CSP) Games

p0

p1

p2

p0

p0

p2

p1

Bregman & Fokin, 1987; Cai et al., 2011

Constant-sum

Constant-sum

Overall utility = 

sum of subgame 

utilities 
46



• Not every game has an exact CSP decomposition


• But every game can be approximated by a CSP game!

Approximate CSP Games

G
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• Not every game has an exact CSP decomposition


• But every game can be approximated by a CSP game!

Approximate CSP Games

G

CSP games

Ǧ
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• Not every game has an exact CSP decomposition


• But every game can be approximated by a CSP game!

Approximate CSP Games

G

CSP games

Ǧ

max
ρ∈P

ui(ρ) − ǔi(ρ)
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• Not every game has an exact CSP decomposition


• But every game can be approximated by a CSP game!

Approximate CSP Games

G

CSP games

Ǧ

-CSPδ

Polynomial time!max
ρ∈P

ui(ρ) − ǔi(ρ)
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• Not every game has an exact CSP decomposition


• But every game can be approximated by a CSP game!

Approximate CSP Games

G

CSP games

Ǧ

Proposition. Self-play will produce a 
-Nash equilibrium in -CSP 

games.
2(n + 1)δ δ

-CSPδ

Self-Play Wishlist  ?
max
ρ∈P

ui(ρ) − ǔi(ρ)
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Offense-Defense
Counterexample

0

1 2

1
a0 a2

2
a0 0 ��
a1 � 0

2
a0 a1

0
d 0 0
r �� 0

1
a0 a2

0
d 0 0
r �� 0 🍹
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Subgame Stability

p0

p1

p2

p0

p0

p2

p1

s

p0

p1

p2

p0

p0

p2

p1

(s0, s1)

(s2, s0)

Nash

Nash

Nash
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Approximate Subgame Stability

p0

p1

p2

p0

p0

p2

p1

s

p0

p1

p2

p0

p0

p2

p1

(s0, s1)

(s2, s0)

-Nashϵ

-Nashγ

-Nashγ
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-Subgame Stability(ϵ, γ)

p0

p1

p2

p0

p0

p2

p1

s

p0

p1

p2

p0

p0

p2

p1

(s0, s1)

(s2, s0)

-Nashϵ

-Nashγ

-Nashγ
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Theorem. If 

Main Result

G

CSP games

Ǧ

-subgame stable(2nδ, γ)

Guarantees For Self-Play in Multi-Player Games

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable

Then,

δ
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What are properties of 
games where self-play 

produces good strategies? 

If they are well-approximated by a 
subgame stable CSP game!
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Experiments

62



Conjecture. No limit Texas hold ‘em is 
approximately constant-sum polymatrix and 
subgame stable.
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S
All possible strategies

CSP games

S′ ⊂ S

>

“Good” players 

δ δ′ 
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S
All possible strategies S′ ⊂ S

“Good” players 
Learnable in self-play

CSP games

>δ δ′ 
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Conjecture. No limit Texas hold ‘em is 
approximately constant-sum polymatrix and 
subgame stable… 

in parts of the game space that are actually played.

Conjecture. No limit Texas hold ‘em is 
approximately constant-sum polymatrix and 
subgame stable.
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• 3 players


• 4 cards, 1 round of betting with fixed bet size


• CFR was previously shown to converge to Nash 
equilibria in Kuhn poker

Kuhn, 1950; Abou Risk & Szafron, 2010
Kuhn Poker

Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.
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• Use a self-play algorithm to generate a set of strategies for each 
player


• Compute a set of match-ups between all these strategies.


• Check if this set of strategy profiles is approximately subgame-
stable and constant-sum polymatrix. 

Experiment Design
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CFR

Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.

Kuhn Poker 
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CFR

s1s1s1s1
i × 30

For each player 

Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.

Kuhn Poker 
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CFR

s1s1s1s1
i × 30

For each player 

S′ 

Set of all match-ups

|     | = 303 = 27000

Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.

Kuhn Poker 
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CSP games
CFR

s1s1s1s1
i × 30

For each player 

S′ 

Set of all match-ups

Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.

Alg

Kuhn Poker 

ˇKuhn Poker
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• 


• CFR strategies were -Nash of each subgame

max
s∈S′ 

ui(s) − ǔi(s) ≤ 0.0022

2.9e − 5

Results
Hypothesis. Kuhn poker is approximately constant-
sum polymatrix and subgame stable… 

in parts of the game space that are learnable by self-
play.
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Tightness of Bounds
Vulnerability
δ = 0.0022
γ = 2.9e − 5

≤ 2(δ + γ) = 0.0045
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• We repeated these experiments on Leduc poker and a toy 
Hanabi game.


• We had similar results to Kuhn poker for Leduc poker.


• We found that toy Hanabi was not well-approximated by a 
subgame stable CSP game

Leduc Poker & Tiny Hanabi
Other Experiments
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Generalizations
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Strategic Equivalence 
G

CSP games

Ǧ

Strategically 
Similar

Definition. Strategic Equivalence 
(Moulin & Vial, 1978) 

For any , 

 is preferred to  in  

 

 is preferred to  in 

s−i

s′ i si G

⟺

s′ i si Ǧ
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• We generalize the algebraic characterization of strategic 
equivalence to multiplayer games

Strategic Equivalence to CSP Games

G

CSP games

Ǧ

Strategically 
equivalent

 no-regret  
self-play

Nash equilibrium
sμ
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Strategic Equivalence to CSP Games

G

CSP games

Ǧ

Strategically 
equivalent

 no-regret  
self-play

approx. subgame stable

Nash equilibrium
sμ

Approx. Exchangeability

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable
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Strategic equivalence extends 
some (but not all) guarantees. 

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable
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Strategically subgame stable CSP games 
generalize in a meaningful way 

strategically constant-sum games from 
Moulin & Vial. 

81



Conclusion
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Conclusion G

Ǧ

subgame stable
δ

CSP games

Self-Play Wishlist  

 Low vulnerability 


 Similar values


 Nearly Exchangeable

G

CSP games

Ǧ

Strategically 
Similar
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Appendix

84



Main Result

G

CSP games

Ǧ

-CSPδ

-subgame stable(2nδ, γ)

Guarantees for Multi-player Games
Theorem. Given , if there exists a CSP game  such 
that: 

1.  

2.  is -subgame stable 

Then… 

1.  

2.  

3.If  is a profile where each strategy is a marginal 
strategy from a different CCE… 

Then  is a  -Nash equilibrium

G Ǧ

max
s∈S

ui(s) − ǔi(s) ≤ δ

Ǧ (2nδ, γ)

 Vuli(sμ, S−i) ≤ |Ei |γ + 2δ

∃vi : |vi − ui(sμ) | ≤ |Ei |γ + δ

s

s |Ei |γ + 2δ
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CFR Computes Approximate Nash in Leduc Poker

86



Tiny Hanabi

87



Strategic Equivalence
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Loss Functions (1)



Loss Functions (2)
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Loss Functions (3)
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Sample-Based Algorithm
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Compute Subgame Stability (1)
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Computing CSP Decompositions
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